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loday'’s lecture

e Joday Is a short lecture covering sequence to sequence (seq2seq) models
* As the name suggests, we aim to convert input sequences to output sequences

e Machine translation is the canonical example of such a task, and we will
focus on this example today

e Prof. John DeNero will come in on Wednesday and tell you a lot more about
natural language processing (NLP)!




Seg2seq models

e Jypically, what we need to do Is read in and process the entire input sequence
before attempting to generate the output sequence

one to one one to many many to one many to many many to many




Fncoders and decoders

e Pretty much all seg2seqg models follow an encoder-decoder architecture
e [he encoder reads in the input sequence and encodes it Into a representation
e [he decoder conditions on this representation to decode the output
e Historically, these used to both be LSTMs (with separate parameters)
e [hese days, the encoder and decoder are usually both transformers

 [he rest of this lecture will sketch out the last ~8 years In seg2seq models



RNN (LSTM) seg2seq, the basic version
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What's wrong with this seg2seqg model?

e This naive seg2seq model suffers from a bottleneck problem — all information
about the source sequence has to pass through a “direct connection” between
the encoder and decoder

e This can make it difficult if, e.qg., the last word (token) we want to decode
corresponds to the first word (token) that we encoded




Attention




Detalls on, and variants of, attention

e \With attention, the “direct connection” between encoder and decoder becomes
much less important (though it is still sometimes used)

e \\We can also make the encoder a bidirectional RNN and attend over its outputs
 Notice how the value function on the last slide Is the identity function

e [his does not have to be the case — we can also use a learned value function,
e.g., linear as we saw previously

* \We can also go In the other direction and also make the key and query
functions identity functions




Seg2seq transformers
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Cross attention layers
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cross attention

(q; = Q(hz)
K, = k(z,)
vV, = v(z,)



A recent seg2seq model: 15

https://ai.googleblog.com/2020/02/exploring-transfer-learning-with-t5.html

e The text-to-text transfer transformer (15) solves many different NLP tasks in a
unified text input, text output framework

e |tis trained on a massive dataset (called C4) and achieves a number of
competitive and state-of-the-art results

p
L “translate English to German: That is good.”

\
“Das ist gut.” J

-
“cola sentence: The course is jumping well..”
-

( “ ” 1
l not acceptable )

“stsb sentencel: The rhino grazed on the grass.
sentence2: A rhino is grazing in a field.”

\
“six people hospitalized
after a storm in attala
county.”

“summarize: state authorities dispatched
emergency crews tuesday to survey the
damage after an onslaught of severe
weather in mississippi...”
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https://ai.googleblog.com/2020/02/exploring-transfer-learning-with-t5.html

One more reminder

e Are these things interesting to you”” Do you want to learn more about NLP?
e [f not: do you want to do as well as possible on the next midterm??

e [fyestoany of the above: come to Prof. John DeNero’s Wed lecture!
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