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Transformers review



label

Setup

features model

could correspond to…
- sentiment analysis,

translation to another language,
…

- audio transcription,
speaker identification,
…

- activity identification,
video captioning,
…

or there could be no label!
- unsupervised learning /

generative modeling
- sequential data
- may be variable length

???

transformers



Self-attention: the building block of transformers

The goal of self-attention is to handle sequential features as the input

Think of it as a neural network layer that allows for processing the whole sequence

“key-value-query” system:

These functions are learned 
and can be, e.g.,
simple linear layers
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Transformers for “encoding”

transformer
encoder

feedforward layers are “position-wise”, i.e.,
not across time positions in the sequence!
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Transformers for “decoding” (generation)

transformer
decoder

“the”
“scientist”
…
“La”
“Paz”fe
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A note about training transformer decoders

At training time, we pass in entire sequences to the decoder
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This is why the self-attention in the decoder must be masked

In this way, the decoder is simultaneously trained on     next token (word) predictions



Transformers in action



The original transformer

The original transformer is a sequence-to-sequence model for translation

Vaswani et al, “Attention is All You Need”. NIPS 2017.

model

“un”
“chiot”
“mignon”

“a”
“cute”
“puppy”

Sequence-to-sequence models typically follow an encoder-decoder architecture,
and the transformer does as well

Next week, we will talk in greater detail about sequence-to-sequence models



The original transformer

The original transformer follows an encoder-decoder architecture

Vaswani et al, “Attention is All You Need”. NIPS 2017.

transformer
decoder

“un”
“chiot”
“mignon”

transformer
encoder

“a”
“cute”
“puppy”



Just the encoder: BERT

Devlin et al, “BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding”. NAACL 2019.
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During training:
➔ Input tokens (words) are randomly masked with 

15% probability, the model must predict the tokens
- word level representations

➔ Pairs of sentences are passed in, the model must 
predict which sentence follows the other

- sentence level representations



The GLUE benchmark

https://gluebenchmark.com/

https://gluebenchmark.com/


“Fine tuning” BERT

Up to billions of sentences

Mask / next sentence prediction

Much less data

Specific to the task at hand

Devlin et al, “BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding”. NAACL 2019.



Just the encoder: vision transformers (ViTs)

Dosovitskiy et al, “An Image is Worth 16x16 Words: Transformers for Image Recognition at Scale”. ICLR 2021.
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During training:
➔ The image is split into patches and 

projected down with a learned net
➔ These are combined with positional 

encodings and fed to the encoder
➔ A net on the first special position 

learns to classify the image



An even more recent ViT

Liu et al, “Swin Transformer: Hierarchical Vision Transformer using Shifted Windows”. ICCV 2021.



Unsupervised training of ViTs

Caron et al, “Emerging Properties in Self-Supervised Vision Transformers”. ICCV 2021.

https://docs.google.com/file/d/1dQR1BzChsENl5e9Mb8qeEKKV6Oexq79s/preview


Unsupervised training of ViTs

He et al, “Masked Autoencoders are Scalable Vision Learners”. arXiv 2111.05377.



Just the decoder: reinforcement learning

Chen et al, “Decision Transformer: Reinforcement Learning via Sequence Modeling”. NeurIPS 2021.
Janner et al, “Reinforcement Learning as One Big Sequence Modeling Problem”. NeurIPS 2021.



Just the decoder: GPT

OpenAI, “Language Models are Few-Shot Learners”. arXiv 2005.14165.

https://lacker.io/ai/2020/07/06/giving-gpt-3-a-turing-test.html

https://lacker.io/ai/2020/07/06/giving-gpt-3-a-turing-test.html


Summary

- Transformers are the latest and greatest model for sequential data

- The fundamental building block is self-attention, which allows for processing the 
whole sequence all at once

- Compared to previous sequence models, long range dependencies are 
captured much better with self-attention

- Even data that is not obviously sequential has benefited from transformers

- What other great architecture ideas are still out there?


